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Critical-path 
Performance
1-2 µs-scale RPCs

Fault-tolerance
<17.5 failures/node day 
~35,000 failures on 2k nodes

Amoeba

We need all 
three to 
achieve cloud 
scale…

BlendCAC
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FractOS



Problem: Centralized Metadata in Existing Capability Systems

5

GPU Service Storage 
Service MLaaS

App 1 App 2 App 3



Problem: Centralized Metadata in Existing Capability Systems

5

GPU Service Storage 
Service MLaaS

App 1 App 2 App 3

Capability Service

Capability 
Metadata



Problem: Centralized Metadata in Existing Capability Systems

5

GPU Service Storage 
Service MLaaS

App 1 App 2 App 3

Capability Service

Capability 
Metadata

• Ownership, permissions, … 
• Capability operation processing



Problem: Centralized Metadata in Existing Capability Systems

5

GPU Service Storage 
Service MLaaS

App 1 App 2 App 3

Capability Service

Capability 
Metadata

• Ownership, permissions, … 
• Capability operation processing

Invoke Invoke Invoke



Problem: Centralized Metadata in Existing Capability Systems

5

GPU Service Storage 
Service MLaaS

App 1 App 2 App 3

Capability Service

Capability 
Metadata

Invoke Invoke Invoke

Throughput bottleneck that must process 
capability operations for entire data center

10^6 RPC 
connections/sec



Problem: Centralized Metadata in Existing Capability Systems

5

GPU Service Storage 
Service MLaaS

App 1 App 2 App 3

Capability Service
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Throughput bottleneck that must process 
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